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Abstract

THEA is a techniquedevelopedto help designersin interactive systems(originally in the aviation
domain, but hopefully applicable in other contextsanticipateinteractionfailures or “human errors”
that may be problematic once their designs become operational. The techniques is intensksebfty
in the development lifecyclgs designconceptsandrequirementsoncernedvith safetyand usability,
as well functionality are emerging.

This report uses examples framo flight deckbasedcasestudiesto illustrate how to usethe THEA
techniquefor carryingout a humanerror analysisduring early design.The aim is that this document
shouldaccompanya one day tutorial and should be sufficient to capturethe essenceof the design

method. This documertroducesmaterialthat is an evolution of the THEA techniquesandincludes

some new material and is intended to preserve the flavour of the earlier document that gave a “how to do
it” guideto techniquesdevelopedboth in the DependableComputing SystemsCentreat York, and
elsewhere, aimed at practitioners.
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Executive Summary

The aim is...

To describea techniquefor the iterative analysisand designof dependablanteractive systems.The
means by which this is done is to analyse how the behaviour of human opeoatoitsutesto overall
system dependability,and to use this understandingrelatively early in the design processwhen
requirements and concepts for the user interface design of a product are emerging.

The aim isn't...

To supportthe processof making quantitativeestimatesof the likelihood of humanerrorsoccurring.
Rather, the aim of the techniques described herehislpdesignerdo reasonabouterrorsearly in the
design lifecycle for interactive systems, andake accountof suchreasoningwhenthe designis still
fairly fluid and flexible.

Users and intended audience

The intendedisersof this documentand of the techniqueit describesare primarily systemsengineers
who are involvedrom the early stagesin the designlifecycle of productswith substantiainteractive
components. No particular background in human factors, cogeitiganeeringor psychologywill be

assumed, though engineers usingdpproachmay, from time to time, needthe assistanc®f human
factorsspecialiststo resolvespecificissues.While it is intendedthat humanfactors expertiseis not

essential for the process, an understanding ofitineainandthe contextin which a new systemis to

be used is much more importairtdeed,the techniquecan be seenas a way of allowing engineergo

bring their application domain expertise to bear on user interface desiglemsandthe dependability
implications of interface design decisions.

Structure of the document

This document describes techniques that can be used by a designer to analyse humaritereffeatsi
on a system under design. The primary input tcathalysistechniqueis a collection of scenariosthat

help the designerto envisagehow a systemcurrently being developedwill be usedin future. The

primary output will be a description of a number of problem areas in design and its opé¢hatiomay

be the cause errors.

Part | of this documentdescribesseveralimportant constituentsof the description. These include
physical and environmental setting of an episodgysfemuse,the tasksthat humansin the scenario
will carry out, and task knowledge they will possess ftimetionality and userinterfacecharacteristics
of various technical systems that are relevant, and so @adldition,in Partl a modelof humanerror
based on both behavioural and cogniti@ws of error (the latter structuredby a high-levelmodel of
human information processing) is described. The models of scenarios and human error devétaped
| are used as the input to an error analpsxessdescribedn Partll. This processs basedarounda
guestionnairghat can help designerdo anticipatewheresomeof the error problemsin the operation
and use of a newystemmight lie. The questionnairés structuredaroundthe model of error, andthe
information required to answer questions will be found in the scenario descriptions.



Part I. The human error assessment
process

1. Introduction

The THEA (Techniques for Human Error Assessment) approach has its roots in tlué ohesisodsof
Human Reliability Analysjdor the most part developed in the nuclear power industry. imaiis to
assist in analysing the dependability and reliability of systeitts a humancomponentHumanerror
is a significantfactorin the succes®f take-upof any systemandit is particularly of concernwhere
activities are safety critical. Our aim has been to produce a technique tha¢ipensiveto apply and
has a role in the process of developing a design.

For more information about Human Reliability Analysis techniques in general, see
e B. Kirwan: A Guide to Practical Human Reliability Analys{&irwan 1994)

¢ B. Kirwan: Human Error Identification in Human Reliability Assessment. Part 1: Overgfew
approaches(Kirwan 1992)

The main components of the THEA assessment process are:

Understanding the work a system will be used for

* Scenario elicitation and representation: taking representative examples of the ussysfeimne
that can be used as a basis for establishing requireffioerite new design,particularly those
requirements that relate to human error vulnerabilities.

* Task description: a representation of the work that the operator(s) are intended to do in terms of
goals, plans and actions.

Understanding the device being designed

¢ System descriptioma specificationof relevantaspectof the new system’sfunctionality and
interface, and how it interacts with other systems in the application domain.

Understanding how errors can arise

* Model of human cognition (the execution-evaluation model of human information processing).
This can be used to help understand some of the cognitive causal factors that can lead to error.

e Error analysis: the identification and explanationof human error that may arise in the
operation of the system (possibly as a result of the way it is designed).

Designing for error

* Impact analysis and design iterati@ssessmertf the likelihood of the humanerror andthe
implications for design.

The Analysis Process

Figure 1 gives an overview of the main componentf the analysisprocess.The primary sourceof
information usedin the processs a collection of scenariosor descriptionsof concreteepisodesand
situations in which a system or device being designed is usscemariodescriptionthereforecontains
not only the functional behaviourof the device,but alsothe initial conditionsfor the scenario,the
tasks for which it is designed, the humans who participate in the scenario, and so on.
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Figure 1: Structure of the method

The process implied by Figuteis intendedto be appliediteratively in the sensethat decisionsmade
and conclusions drawn later in the diagraray influencethoseappearingearlier. The aim is that this
processof human error assessmenshould begin early in the designprocess.The purposeof the
analysis is to establish requirements on the design that will enable a more éruonagsilient system
design. The method requires as rdata:a model of a proposeduserinterface,an understandingf the
work that has to be dorgy the systemexemplifiedby a numberof carefully chosenscenariosanda
model or means of thinking about human erfidre analysisprocessnvolvestwo steps:a processof
potential error identification and an analysis of the consequence and significance of the eiaon iEhe
that thisprocessshouldleadto a revision of the designas containedin the specificationor the work
description.

The information that canserveas input to this process,and helps the analystselectand construct
scenarioscomesfrom a numberof sources.Three types of information that can help to suggest
scenarioghat might be of value are: proposalsfor how the new systemswill work; how similar
systems were used in the past; and models of human error and human behaviour.

Information about the system design

When an error analysis is carried duérewill typically be someconcreteproposalsfor how the new

device or system will work, and what functions dedturesits interfacewill provide (andindeedi,it is

these proposals which are, to some extent, being analysed by the method). Knowledge about the system
and interface design, wile an importantinput to the error analysisprocesslt is often the casethat

new designs are not created from scratchabeimodificationsor re-designof someexisting product.

In such situations, understandinghe differencesbetweenthe old and new versionswill be highly
informative.

Historical information and operational experience

When a new system is a re-desi@nan existing system,therewill often be historical informationin

existenceabouthow the old systemperformed,how it wasusedin practice,what the good and bad
features of the old technology were, and so on. Even if the new systédradratesignedrom scratch,
there will frequently be plenty of historical dataon the past use of similar systems,or systems
performing a similar function.

Some of the important sources for such data are:

* Prescriptions of how the system should be used, in the form of instructions, mataunalard
operating procedures, training material, task analyses, and so on.

¢ Descriptions of particular problems aimtidentsthat took place.In safetycritical areassuch
asaviation, theseare often formally collectedand published for exampleas aircraft accident
investigations.

¢ Accounts provided by real practitioners, designers, and other stakeholders of how they carry out
their work using existing systems. This includes where the problem areas and weakmggints
what situations and circumstances are particularly challenging, and how chaneesnology
might cause new problems or alleviate old ones.

Information about behaviour and human performance

A numberof models,theoriesand collectionsof empirical dataabouthumanperformanceandhuman
error exist and can be useful in decidingwhich scenarioswill be importantto look at, and how



participants will act in a given scenario. In this document we make wspaticularmodelof human
behaviour inorderto structureour analysisof errors,but other modelscan be useful andinformative
(see, for example, (Hollnagel 1993; Reason 1990)).

2. Scenario Use and Description

One of the mosimportantantecedentsf the error analysisprocesss to developan understandingf

how the technological system or sub-system being designed will be used in praaideria do this

we suggest the identificaticand collection of “usagescenariosthat representhe useof a systemin
context(Carroll 1995; Greenbaumand Kyng 1991). Very simple scenariosare often usedin the

aerospace industry as a means of assessing the consequences and possibilities of a design, in the form of
“forcing missions”. The choice of missionsis often basedon criteria concernedwith mission
effectiveness of a systerandinvolves making judgementsaboutthe difficulty of the achievemenbf

mission goals. In the THEA approachwe are more concernedwith choosingusagescenariosthat

highlight how a design creates opportunities for human error, thereby having an impact on
dependability.

The purposeof THEA is to use systematicmethodsof asking questionsand exploring interactive
systemdesignsbasedon asking focusedguestionsabout how a device functionsin a scenario The
purposeof doing this is to provide a systematicand structuredway of critiquing a design, and
developing further requirements.

The basicclaim of the scenario-basedpproachto developments that the designprocessshouldtake
the specific and concrete, rather than the generahbsitlactasits primary input. The justification for
this view is that concrete examples allow practitioners to better envisage and artioulateey would
behave in a given situation, in turn allowing designers to envisage how their designs may be used.

2.1 What's in a scenario?

The purposef using scenariosn designis to give designersandanalystsa way of capturinghow a
proposeddesignwill be used.This meansthat a descriptionof a scenariomust cover not only the
actionsthat take placein a given situation, but also the contextualfactors that surroundthe action,
allow it to happen, and provide opportunities for “errors”.

The aspectsof context that should be recordedin scenario description encompassthe physical
environmentand situation in which participantsfind themselvesthe task contextand the system
context. In addition to thesgeontextualfactors” we will also describethe actionsthat take place,and
how they relate to the context, as well as any likely alternative courses of action.

A “template” form for describingscenarioswith spacedor recordingthis contextualinformation, is
shown in Figure 2.



Agents

* The human agents involved and their organisation

* The roles played by the humans, and the goals and responsibilities they have
Rationale

* Why is this scenario an interesting or useful one to have picked?
Situation and Environment

* The physical situation in which the scenario takes place
e External and environmental triggers, problems and events that occur in this scenario

Task Context

* What tasks are carried out?
* What formal procedures are there, and are they followed as prescribed?

System Context

* What devices and technology are involved? What usability problems might they have?
* What effects can users have?

Action

* How are the tasks carried antcontex?
* How do the activities overlap?
* Which goals do actions correspond to?

Exceptional circumstances

¢ How might the scenario evolve differently, either as a result of unceriairibe environment
or because of variations in agents, situation, design options, system and task context?

Figure 2: Template for describing scenarios

2.2 Where do scenarios come from?

In order to identify situations that may be significant we make use of the information sources:

* The storiesandexperiencesof practitioners(pilots, operatorspther crew members— the
“users”) andof otherdomainexperts(the designershuman factors experts,maintenanceor
training personneletc.). Somedevelopergecruit expertswho have extensiveexperienceof
earlier versions of the system

¢ Historical reports about problem areas,incidents, likely events. For example, (Fischer,
Orasanu et al. 1995) use real situations (taken from the ASRS aviation incident datsbase

way of eliciting pilot's assessments of the factors governing various kinds of decision making.

Incident and accident reportsare a useful source of historical information.

* Frequent conditions and normal operation. This ctglthasedon expertjudgmentor logs of
use of an existing system.

* Changes in technology, organisation,function allocation, etc. from a previous or
existing system. Here the scenarios will focus on changé®isystem,for examplea move

from 3 to 2 crew on an aircraft flight deck might suggest the use of scenarios where tie role

the flight engineer is particularly tested.

* Situationsthat areindependenbf technologyand systemssupport,taking a problem driven
approach and focusing on situations that will avidatevertechnologicalsupportis provided
to humanpractitioners.For example,a move from conventionalair traffic control to “free
flight” may suggestscenariodocusingon air traffic conditionsthat are complexand hardto

! ASRS, the Aviation Safety Reporting Systemis a confidential incident reporting schemerun by NASA.
More information is available from http://olias.arc.nasa.gov/ASRS/ASRS.html.



understandywhatevercontrol regime and supportingtechnologyis in place (see (Dekker and
Woods 1997)).

2.3 When have you collected enough scenarios?

An obvious questionto ask is whethera set of scenariosprovides a “good enough” coverageof

situations that could be encountemttethe systemis fielded so asto allow the designerto consider
the most importantrequirementsFor the moment,we leave this aspectof the selectionto “expert
judgement”. In the case we are dealing with here, the actions themselves are highhaodticabt be

carriedout in a short spaceof time. They do not, however,involve the crew in complex decision
making, and at least some of the actions bdlroutine andwell practised We would needto balance
this with othersituations,for example,oneswhich involve much more complex reasoning,using
detailed knowledge about thienction of aircraft systems,in orderto diagnosethe causeof a systems
failure.

For more information about the use of scenarios in system design, see:

e J. Carroll: Scenario-BasedDesign: Envisioning Work and Technology in System
Development(Carroll 1995)

We shall usetwo examplesin this document.The first (Scenariol) is fictitious and concernsthe
execution of navigation anitight managemenactivitieson a flight deck. The second(Scenario?) is
based on the state of the design of a multi-person crew flight deck.

2.4 Example Scenario 1

The first example scenario highlights some of the tasks carried out by the crewerofrercialairliner

in making a change to the aircraft’s flight path in ortlecomply with an air traffic control clearance.
The scenariois an adaptatiorof one describecby (Palmer,Hutchinset al. 1993). The focus will be

looking at how successfullythe flight managemensystemplays its role in the scenario.In this

section,we only presentan overview of the descriptionof this scenario(Figure 3), but the appendix
contains more details.



Agents

The scenario takes place on the flight deck of a commercial airliner, flown by twodéigktrew, and
also involves human Air Traffic Control (ATC) agents. The primary job of the two crewpigotothe
aircraft to the destinatioraintaining safetyand complying with thénstructions of ATC.

Rationale

This scenariohighlights an instanceof a problem documentecdelsewhere Casesof aircraft making
“altitude deviations” by failing to respondin the expectedway to ATC clearancesconstitute a
substantial number of the cases reported under anonymous incident reporting systems such as ASRS.

Situation and Environment

The scenario involves makingchangeto a vertical flight planin an aircraft equippedwith a modern
flight ManagemenBystem(FMS). The scenariobeginswhen the controller decidesthat an altitude
restriction is necessary, and passes a new clearance on to the aircraft in thesftaingetfaltitude that
is to be achievedat a way point along the projectedflight path. If it is possibleto comply with the
restriction, the pilot confirms this, and makes the necessary changes to the FMS.

Task Context

In the executionof this scenariothe pilots carry out a numberof tasksand will needto draw on
substantial task knowledge that they possesharesult of experienceandtraining The tasksinclude
communicating with ATC, selecting the new altitude in the altitude alert (to gereratert whenthe
target altitude is reached) and altering the flight path in the FMS.

System Context

The two pilots are supported in their work by modern electronic information disphayarticular,the
scenario involves the altitude alert and FMS.

Action

This sectiondescribesa concretesequencef eventsthat unfold in the contextalready described.The
description of the sequence of events records four primary aspects: the system status, fie/sicait,
actions(mostly inputs or communicationspf the pilot flying and pilot not flying, and the system
response. The system status includes information, susfamsngsand otherindications,that will be
of use to the pilots. The system respoissa recordof the effect of the pilots’ actionson the aircraft
and avionics systems

In addition to this information it is useful to record the resources that are available and acegisdel
the action (such as airmanship skills, written procedures, checklists, status displays, etc.).

Exceptional circumstances

An alternativecourseof actionoccursif the pilots decidethat they are unableto comply with the
instruction from ATC.

Figure 3: Overview of Scenario 1

2.5 Example Scenario 2

Whereas the previous scenario described a situation using an already extant design andisimogli,of
this scenario concentrates on one snapshot of an emerging design, and hypothebsesvabautl be
used.lt is thereforeimpossibleto rely directly on historical records of system operation and the
problems that might arise (though these will provide udedckgroundmaterial).Instead,the scenario
was usedas a way of eliciting from experts(operatorsof a previous, similar flight deck as well as
designers) how they think the scenario might unfold, and where they think the problembenighe
important difference betweehe new andold flight decksis that the size of the crewis reducedrom
three memberso two: in future, therewill be no flight engineerandin orderto compensatdor the
loss, the remaining two pilots will be assisted by more computerised technology.
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This scenariotherefore,involves a situation wherethe activities of the flight engineemwould, in the
old flight deck, be particularly significant, since such a situation representghe greatestunknown
quantity in terms of the combined performance of the system of pilots and new technology.

The scenario,describedin Figure 4, concernsemergencyconditions rather than normal operation,
involving a numberof tasksthat in themselvesarefairly simple and do not require a great deal of
decision making on the part of the crew. In order to achieore coveragan our analysisis advisable

to look also at scenarios which involve more knowledge intensive activities such as fault diagnosis.

Agents

The proposed design will be flown by two flight deck crew (in contrast to the three cupsrggnton
the flight deck). The primary job of these two pilots is to fly the aircraft safely to their destinatio

Rationale

This scenario is important as it involves activities in which, in the old system, the flight engase
heavily involved. This will be a good test of whetherthe new technology can be an effective
replacement for the knowledge and skills of the FE and the “spgrative capacity” availableon a 3-
person flight deck.

Situation and Environment

The starting conditionsfor this scenariois that the aircraftis at low level (200 feet, during daytime)
over water, photographinga fishing vessel.To conservefuel, the aircraftis flying on three engines:
numbers 2, 3 and 4.

The aircraft suffers a massive bird strike on the right side, with two engines runniageslt of the
bird ingestionin engines3 and4, both theseenginesfail, producingenginefailure and enginefire

warnings. The engine problems will cause the failure of the generators iretiggees which will, in

turn leadto the remaininggeneratordeing overloadedresultingin a seriesof warningsor cautions
being signalled after a short delay.

Task Context

The crew must take immediate actionoilerto keepthe aircraft flying, andwill thencommencehe
drills in responseto the engine fire/failure and any secondarywarningsthat occur. The immediate
responsean orderto keepthe aircraftin the air will follow the following prioritisation: power; drag;
trim; engine restart.

The pilot flying will attempt to gain altitude, though a single engine may not be suffioietinb or

maintain the current altitude; hencethe importanceof restartingthe number1 engine.After these
actions have been carried out, the crew must carry out the engine fire and failure drills. Both cor
combination ofimmediate actionand subsequenactions typically, the immediateactionsfor all the

current warnings will be carried out before proceeding to any of the subsequent actions.

System Context

The procedures above will be available on the electronic proceftunest of the lower ECAM screen,
as well as being written down in the flight reference cards (and, presumably in the pilots’ memo

Exceptional circumstances

See themore detaileddescriptionin the appendixof the actionsthat are carriedout in this somewhat
more complex scenario, and the alternative courses of action that are possible.

Figure 4: Overview of Scenario 2

n.

sist of a

[y).-



11

3. Understanding the Task Context

In the description of scenarios above, tasks and task knowledge were highlighted as an impoofant part
the ongoing activity. In this section we say a little more about hperson’stasksmay be described.

Many types of task analysere describedn the HCI literature,eachwith their different strengthsand
weaknessesThe error analysisprocessdoesnot require any particular task analysistechniqueto be
used,nor is any specific notation mandatedfor describingtasks. If an analystor engineerapplying

THEA is familiar with a particulartechniqueor a task analysishasalreadybeendoneas part of the
project,thenit's advisableto re-useas much work and expertiseas possible.However,a humber of
features of a task description technique are desirable:

* Work is described in terms of tlagentsandrolesthat are responsible for carrying it out.
* With each role are associated gualsfor which that role is responsible.
¢ Goals may be decomposed into lower lestdd-goalsandactions

¢ Constraints on the order in which sub-goals and actions should be carried out are described by a
plan

* The performance of tasks is triggereddwents produced by thenvironmentor, the result of
some internal cognitive process.
The techniqueknown as Hierarchical Task Analysis (Kirwan and Ainsworth 1992; Shepherd1989)
possesses most of these features and is a useful way of understanding tasks; a watliartlibelow.
However, in some cases, thpproachcanbe simplified. For example,if the interactionis simple, it
may be sufficient to writelown the goalseachoperatorwill be engagedn, andthe actionsneededo
achieve each goal — thus avoiding the complexity of HTA’'s plans and sub-goal hierarchies.

3.1 Hierarchical Goal Decomposition

Hierarchical Task Analysis (HTA) is a technigtieat canbe usedto describeoperator'stasksin terms

of the goals and sub-goals that the person is trying to achieve and the actorshbasesto achieve

these goals. It isierarchicaltask analysis because tagphals are brokendown into a structureof sub-

goals that have to be achieved in order that the top-level goal is satisfiexkafaple,the pilot's goal

of changingcoursein Scenariol can be decomposednto sub-goalsof receiving the clearance,
confirming that it is possible tmeetthe clearancegffecting changedo the aircraft’s flight path, and

so on. These goals may themselves be decomposed into smaller sub-goals if it is deemed necessary.

One of the problemswith carrying out an HTA is deciding at what level of detail to stop the

hierarchicaldecompositionin generalthereis no single answerto this questionbecauset depends
upon the purpose of the HTA. If the purpose is to consider training tieedsaalysismight well stop

at a higher level than if thpurposeis to considerwhat displaysand controlsan operatormight need.
Our purposehere,is to considerthe possibility that the humanoperatorwill makea mistakein the

performanceof the task. Ultimately then, a completeanalysismay well haveto decomposehe task

down to the level of individual operator actions. However we argughbgirocessof error analysisis

an iterative one anthat error analysiscan and shouldstart with the fairly high level goalsassociated
with the task. The particularsf a taskwill determinewhether,oncethis high level analysisis done,

there is a need to pursue all nodes in the hierarchy down to individual actions.

3.2 Plans

A goal decompositiordescribeshow a problemcanbe brokendown into simpler sub-problemsput
saysnothing aboutwhenthe sub-problemsnust be addressedind in what order. Clearly, it's only
possible to carry out some sub-problems in orter (a clearancecan’t be confirmeduntil it hasbeen
received), but for some cases, the order substantially affects the final outcome (such as oiakigg a
to the flight path without having received clearance). Given the importfresguencend ordering, it

is useful to introduce a specjahn description to capture this information.

Plan descriptionmakes this ordering explicit and provides the analyst with additional power by
allowing him or her to specify conditional goals. So for example a plan might include statements about
what to do if a particular goal is not achieved (such as if clearance is refused). Plals® tarusedto

specify the triggering conditions under which certain optional sub-goals canbeencedThesemay

be failure conditions of either the system or the operator. If a plan description and a goal debesption
been done properly, every goal mentioned in the goal descrgitimuldalso be mentionedin the plan
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andvice versa.ln addition any restrictionson the orderin which goals can be achievedshould be

mentionedin the plan. Thesetwo featurescan be usedto checkthat the analysis has been done
correctly. Plans therefore describe the flow of control through the task and dodwmwethite sub-goals
and actions of a task are combinedto satisfy the higher level goal. A notation you can use for

describing plans is shown in Figure 5.

Conditional: if <condition>then <plan>
Triggering: <condition> triggers <plan>
Sequence: <plan> ; <plan>

Repetition: repeat<plan> until <condition>

Figure 5: A notation for describing plans

3.3 Task Descriptions in Scenario 1

Rather than show a complete HTA description of the tasks carried out by afjehtsin the scenario,
we give a single example of a task carried out by the pilots: changing the course of the lairordet.
to achieve this goal a plan is described, showing the temporal and causal relationshipsthetatgen
goals. Since manyf the tasksinvolve co-operationand co-ordinationbetweenagents,it is usefulto
recordwhich agentsandroles are involved in eachgoal. The exampletask descriptionin Figure 6
shows three agents: PF (the pilot flying), PNF (the pilot not flying)&R@ (the Air Traffic Control
facility). In complex information processing tasksisitoften usefulto recordin a separatdable what
information is processed in each sub-goal, how it is represented, andikgwapagatedo othersub-
goals.

1. Change course

Crew/ATC
Plan: 1triggers (2; if confimed then 3;4;5;6)
1. Receive 2. Confirmwith ||3. Read backto ||4. Selecttarget ||5. Update F. 6. Monior
clearance PF ATC atitude in AA Plan in FMS progress
ATC/ PNF PF/PNF PNF/ ATC PF PF PF/ PNF

Figure 6: Example HTA task description

It should be emphasisedhat HTA is just one of many techniquesfor describingand analysing
operators'tasks.HTA may not alwaysbe necessaryfor exampleif interactionwith the system of
interest is relatively simple, then it is probalsiyfficient simply to identify the goalsusershave,and
write downthe list of the actionsnecessaryo achievethe goals.If the interactionis more complex
thena more formal approachto capturingtasksand goals, such as HTA, may be needed.f you're
familiar with techniquedor doing this, or your organisatiorhas“in house”standardor methodsfor
task description, then they can be used within the THEA approach.

The following book surveys the area of tatgscriptionand analysis,andthe use of task analysis
in design.

¢ Kirwan, B., andAinsworth, L. (1992) A Guide to Task Analysis (Kirwan and Ainsworth
1992)

4. Understanding the System Context

In the previous sections we have shown how work scenarios catoheftisagethe waysin which a
systembeing designednay be used.In this sectionwe recognisethe fact that the designof human-
machineinterfacesmay contribute, positively or negatively,to the productionof behaviourthat is
either “correct” or “erroneous”. There are many aspects of interface design thatusattmeinform an
analysisof error, but in this sectionwe consideronly three:waysin which superficialaspectof an
interfacemay confusea user,the effectsof restrictinga user’s authority, and problemsarising from
system moding.
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This sectionsuggestsa numberof issuesthe analystmight think aboutin interface design,which,
when combinedwith a model of error, in the contextof a particular usage scenariocan help to
understand where error problems might arise in the operation of a new system. The aimgéveda to
detailedpresentatiorof formalisedtechniquedor analysinginterfaces,but to help designersto raise
some of the important questions. In order to answer them, designers’ intuitiex@ancenay well
be sufficient, particularly whenthe interfaceis not especiallycomplex.However,a numberof other
techniquesnay be applicableand are discussedn literature (for example,see (Harrison and Torres
1997)).

The aim is to show that if a design or design concept exiign,eitherby constructingmodelsof the

design and analysing theodels,or simply by askingthe right questionsaboutthe emergingdesign,

we can uncoverinsights valuableto our error analysisprocess.Ratherthan providing a complete
methodfor carrying out the analysisof designconceptsthe aim is to give, largely by example,an
understanding of what iequiredof suchtechniquesThe reasonfor this is twofold. Firstly, it is not

desirable to mandate the use of a particular technique, as expertise with othersawvailabkein parts

of the companySecondly,it is desirableto allow the humanerror techniquedo fit asseamlesshas

possible into existing design processes and contexts, without forcing new notations and languages upon
them.

4.1 Confusion and complexity

Perhaps the simplest and most obvious way of anticipating sources of “system induced” etomkis to
for places where an interface may be complex or may be a cause of confusicam &8k a numberof
guestions about a design that can help to expose the potential for problemanktieeto any of the
guestions is “yes”, then there may be an error problem with the interface in question.

Appearance— do displays or control panelsok cluttered?are displaysarrangedso asto make
the more important information and controls more difficult to find?

Complexity — are complex ofiddly commandsequencesnanipulationsof data,or perceptual
or mental operations necessary? Will users find it hard to understand or piealithe effects
of carrying out commands or actions will be? Do actions have complex side effects?

Discriminability — aredifferentcontrolsmadeto look or feel the same?Are datathat mean
different things displayed in visually indistinguishable ways?

Consistency— aresimilar taskscarried out in different ways? Are similar data displayedin
different formats using several forms of representation?

Affordance — doesthe appearancef controlsobscuretheir function and methodof activation?
does the representatiorof data fail to make apparentthe ways in which they can be
manipulated?

This whole areaf identifying areaswherethe appearancef an interfacemay be confusing,or where
the superficial design of an interface may appear arbitrary with respect to its semantics is ppateably
well catered for in current human engineering practice in the company.

4.2 Authority limiting

Another aspectof a system’sbehaviourthat is highly relevant when consideringthe relationship
between interfaces and errors is the way in which constraints are imposed on Vidoadimés ableto
do to the system. Approaches like this which aim to limit the authoritiieofiserto only a “safe” or
“acceptable’influenceon the systemare often usedto preventor reducethe likelihood of particular
errors, for example:

Lock-ins — preventactionsfrom being omitted from a sequencgexample:can’t take money
from a cashpoint machine without removing the bank card).

Interlocks — preventcertain sequenced$rom being carried out or certain statesfrom being
reached (examplén railway signal boxes,certaincombinationsof signal settingscannotbe
selected).

Guards — make certain high-consequencactions harderto perform or make them involve a
number of sub-actions (example: physically guarding important switohesguiring explicit
confirmation of certain actions)
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Protections — allow the human taarry out actionsbut limit the effect that they canhaveon
the controlled process(example:an aircraft's flight control systemcan provide protection
against stalling, overspeed, and so on).

4.3 Modes and mode transitions

A problem commonly reported toe a causalfactorin accidentsandincidentswheresafetymay be at
stake ignode error(e.g. see (Hughs and Dornheim 1995)). Broadly speaking, a ena@ccurswhen
a systemis operatingin one of its possiblemodes,andthe operatoractsasif the systemwerein a
different mode.

4.3.1 What's a mode?

By the term ‘mode’ we mean a configuration of the system that defim@st interpretsuserinput, or

how its output should be understood by the &ska systembehavedn different ways (either because
actions have different effects, or becaosgputs meandifferent things) at differenttimes, then we say

that the system can be in one of a number of modes at diftererg. Transitionsbetweenmodes,and
therefore between configurations of behaviour, can be caused by user actions, or by the system itself.

As an example,considera manualdataentry panelin an aircraft cockpit. The panelis designedto
support a number of different data entry tasks, allowing the pilot to diffement typesof information
to severalaircraft systems. Since the physical spaceavailable for this device is limited, all its
functionality cannot be made available at once, and a number of modes are provided/fiog out the
different tasksA “Comms” modeexistsfor enteringcommunicationglata:the numerickeys andthe
display are usedto enterand presentradio frequencies.Similarly, a “Nav’ mode is provided for
manipulating navigational data such as waypoints and headings. A number of hiltanthe current
mode of the device to be changed.

The moding structure of a system can be made more oyt fact that modescan be decomposed
into sub-modes. Aimple exampleof this is wherea “system” containstwo or more modeddevices.
The mode of the whole system can be thought of as the compotierabdesof its sub-partsEven

a single device, though, cdme severalin modesconcurrently.For example,a processcontrol system
can have a “training mode” and “operationalmode”. In addition to this, it may have “safe” and
“emergency” modes. The whole system is then in a composite mode, e.g., “training” + “safe” mode.

5. Understanding Actions in Context

In Section2.1, it wassaidthat one of the principal componentof a scenariois a descriptionof the
actions that take place. This can simply be written down as a list of actions and evests traceor
timeline. For example, the table in Figure 7 show some of the aai@®ub-taskghat take placein
the early part of Scenario2, with time increasingin a downwardsdirection. What this showsis the
actions performedby eachagent(the two pilots and the “system”) and also provides a place for
describing what information will be used by the pilots to take the actions they do.

System Pilot flying Pilot not flying Information System
status sources response
Engine 3 fire| Throttle 2 max. Airmanship Select ENG
warning Press master Airmanship ECAM page
Engine 4 fail| warning Close bomb bay doors
warning Throttle 1 idle Flap O
Rudder trim Start engine
Throttle 1 max. Warn crew
Navigate safe exit| Throttle 3 Close Eng fire 3 drill
route LP cock 3 shut
Fire ext 3; shot 1

2 ‘Mode’ is also used by systems engineers to describe “internal” behavioural configurations of a system or
external states of the environment. Our more user-centred definition is similar, but it is important to note
that user interface modes need not be co-incident with internal system modes.
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Figure 7: Partial action sequence from Scenario 2

What the tabular presentatiatso beginsto highlight is the fact that the two pilots are,at the same
time, doing different, possiblgontradictorythings (the pilot flying is attemptingto restartengineto
producemore thrust, while the non-flying pilot is shutting down the faulty engines,causingreduced
thrust). The simple tabular presentation fails to capture the links between actions (epeltioging
throttles) and the surrounding context (the goals to which the actions are directelich was one of
the reasons for thinking about scenarios in the first plasea remedy,we can describethe actionsof
the scenario and the order in which they occur, togetitér the goals (derivedfrom the task analysis)
to which they are directed. For example, the goal structured action sequence for Scenario 2 is shown in

Figure 8. The sameactionsasin Figure 7 areshown;in addition, however,are goals that drive the
interaction and triggers that bring the goals into being.

Another distinction that Figure 8 makes clear is the distinction between work goals attidhsthat
contribute to them in a direct way (shown as light grey boxes) and interaction goalstiand(shown

as darker grey boxes at the bottom of the figure). The so-called interaction actions do not contribute in a
direct way to the accomplishment of the work-legehls, andare purely concernedvith manipulating

the user interface.

Maintain safe flight

Maintain airframe integrity
¥
—> Shut down engine 3 ‘
D | Shut down engine 4 |
\ Maintain & gain altitude
Reduce drag ‘
Increase power ‘ Engine 3 shutdown Engine 4 Engine 3
shutdown | | cleanup
T T
T I
1 1
v (% v
Throttle 1| | Throttle 1| |Close BB|| Flap Throttle 3|| LP Cock| Ext 3 fire
idle max doors 0 close || 3close | shotl

Cancel Switch Switch
wamings warnings warnings

Figure 8: Hierarchical goal structuring of scenario actions

Presenting thescenarioactionsin this way showsa numberof featuresof the scenariothat were not
immediately evident from any dhe previousrepresentationdn particular,it showswhich goalsand
tasksbecomeactive and are active concurrentlyin the scenario(not presentin a task analysislike
Figure 6, which shows only a single task), aviiich actionsarerelatedby being directedtowardsthe
same goals (not present in a simple event listing such as Figure 7 which makes no mention of goals).

6. Understanding Operator Error

The error identification process that will be described imidnet part of the documentis basedon two

views of how human behaviourcan be described.In this part, we describethesetwo views. By

describing them as input, we are aiming to suggest that they are two ptedilpiguesandthat other
explanationdor the causeof humanfailure might also be usedas an input to this analysisprocess.
This material forms part of the error model. Here we assume on the onthhtadiser’'sactionsarise
as emergentbehaviourof a cognitive systemcomprisingthe user’s internal cognitive processesthe

objectsof the user'swork, interactivesystems,and otherhumanagents.On the other hand, human
behaviourcan be describedsimply in termsof the physical(and possibly cognitive) actionsthat are
observedor assumedo take placewithout much regardto the processesand mechanismsiy which

these actions are generated. Both views have their plaeiranalysis,andleadto differentviews of

the nature of error. In fact we shall use the two techniques in combination.



16

6.1 Cognitive failure

Errors can be regarded as failures in cognitive processing. Figure 9 shows anodw@tliregiant of the
execution-evaluation model of human information processing (Norman 1988).

Plan

Perception &
evaluation
A

Action Effects

Figure 9: Cyclic model of human information processing

From this, we canidentify a numberof cognitive failures or waysin which humaninformation
processing can fail, possibly resulting in “incorrect” behaviour.

¢ Failuresin the triggering andactivationof goals(goalsnot triggeredat the right time, the
wrong goal being activated, or goals being lost).

* Failuresin the goalsthemselveggoalsnot achievablein the current conditions,or sets of
goals that are in conflict)

* Faulty plans (plan that fail to achieve the goal or whose execution is impossible).

* Failuresto executeactionsadequatelye.g., “slips” or “lapses”wherean actionis missedor
carried out incorrectly).

* Perceptuafailures (failure to seewhat the effect of an actionis or failure to notice some
external event or condition).

* Failuresof interpretationand evaluationof perceptions(incorrectinterpretationof perceived
data, failure to realise when a goal has been completed).

Some examples of types of cognitive failure are shown in Figure 10.

Stage Cognitive failure mode Example
Goals Lost goal In Scenario 2: Forget to return to engine fire “cleanup”
actions; fail to notice and act on a warning (trigger).
Unachievable goal Aim to make impossible course change (Scenario 1).
Conflicting goals Conflict between goals to maintain thrust and to shut
down engine (Scenario 2).
Plans Faulty or wrong plan Mis-remember action sequence for programming fligh
management computer (Scenario 1); close the wrong
engine (Scenario 2).
Impossible plan Plan involving the selection of a menu item that does
exist.
Actions Action slip / lapse Forget action or sequencing; fail to carry out action
correctly.
Perception, Failure to perceive correctly | Mis-read the current setting in the altitude alert windowy.

interpretation

Mis-interpretation

Read a value from the MCP and interpret it as angle of
descent (instead of vertical speed).

Figure 10: Examples of cognitive failure

In Part 11, we will ask questions about the performance of each abttive componentsn relation
to the use of the system, in order to try and anticipate wdwageitive failures might occurandleadto
behavioural errors.

not



6.2 Deviations from expected behaviour

In the behaviouralview of error, we describeerrorsin terms of deviationsfrom some prescribedor
normal courseof action. In doing this it is usefulto guidethe searchfor error problemsby a set of
“keywords” that captureclassesof behaviouraldeviation (cf. techniquessuch as HAZOPS (Kletz
1992)). A useful set of keywords(basedon those usedin the nuclearpower industry) is shown in

Figure 11.
Keyword Description Example
Omission Fail to carry out an action or the actions | In Scenario 1, fail to enter the

associated with a sub-goal.

target altitude in the altitude aler

t.

Commission:

e Incorrect

Carry out the correct action or sub-goal, b
to so incorrectly.

ut???

* Substitution

Substitute an incorrect action or item of da
for a correct one.

t&shut down the wrong engine in
response to a fire warning.

* Insertion Insert an extraneous action into the stream 89
behaviour.
Sequence Perform the right actions or sub-goals, but ??
in the wrong order.
Repetition Repeat actions or sub-goals unnecessarily, ??
Quantitative Carry out a correct action, but with some | ??

“quantitative error” (too much / too little /

too long / too short etc.)

Figure 11: Keywords for describing error types

Two of the best books on human error and its causes are:
¢ J. ReasondHuman Error(Reason 1990)
* D. Norman:The Psychology of Everyday Thingldorman 1988)

A much wider perspective on the nature and causation of human error is reflected in

* Woods,D. et al.: Behind Human Error: Cognitive Systems,Computersand Hindsight
(Woods, Johannesen et al. 1994)
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Part Il. Analysis

Part! identified a numberof factorsthat provide us with an understandingf the contextin which
humanaction— andthereforeerror — takesplace.In this section,we describehow thesepiecesof
information can be drawn together in an analysis technique thatihelsntifying wherehumanerror
may be a problem.

The approach is based around a set of questions based on the $aiigestedy the model of human
information processing describad Section6.1. The questionshelp a designeror analystto envisage
waysin which things may go wrong, leadingto a failure in cognitive processing.Once a potential
cognitive problem has been identified, it is possible to think abowtthat failure will be manifested
in “incorrect” behaviour, and what the ultimate effect on the state of the entire system will be.

The answer to these questions will, in general, be found in the scenario, desciifveday suggested
in Part I.

7. The Error identification process

The next sub-sectiorcontainsa list of questionghat a designercanask abouta scenarioin order to
help uncover places in the scenario where cognitive failure modes may occur. This is a prefitapary
in a processf identifying possible cognitive failures, and tracing their effects through behavioural
failures to an impact on the task or system being controlled, as in Figure 12.

Ask questions
about causal
factors

Identify pos sible
causal factors

Identify possible
impact on task, work,
user, system, etc.

Figure 12: Identification of potential errors

Precisely how the questions are askedthe analysisis carriedout is largely a matterof choice,but

one possibility is to use th&tructureof the scenarioaction description(asin Section5) to guidethe

enquiry processlin otherwords, follow the goal hierarchystructurefrom top to bottom asking each
guestionabouteachgoal or action. Clearly, this is likely to be a very lengthy and time consuming
process, involving a lot of replication. Another option is to ask the questions about the whole scenario,
and to use them to find error problems.

In other words, the analyst may use the questions to selecbpains scenariowhereproblemsmight
arise, then conduct a more detailed analysis of behaviouralaeglémpact whereappropriateln some
casesthere will clearly be the potential for a cognitive failure, but with no obvious behavioural
manifestations. A goodxampleof this is wheregoalscomeinto conflict: it is oftennot at all clear
what the behavioural implications of a conflict will be, thoulgh problemis still potentially serious
(particularly if the goals involved are important or their resolution may be complesgichcasesthe
cognitive failure can be taken to be the “problem” to which a design solution may be sought.

The results of the analysis can be recorded in a fairly agdvagcdependingon the requirementf the
project at hand. However, it has proved useful in some situations to record theineaulbularform
similar to that illustrated in Figure 13.

Question Causal issues Consequences Design
issues
Identifier of | Issues raised by the Consequences of the causal issue. These can Notes,
the question | analyst as a result of take a number of forms: cognitive failures of | suggestions,
(as an aid to | asking the question. behavioural errors whose likelihood may be | comments, ret
traceability) increased; additional cognitive or behavioural design ideas.
work that might be generated; effects of the task
and work; impact on the system (particularly
from a safety point of view).

Figure 13: Format of tables for recording error analysis results



7.1 Applying the cognitive error analysis

The questionsare basedin the failures that are possiblein the execution-evaluatiortycle model of
human information processing.
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Questions

Consequences

Examples &
design questions

Goals, Triggering and initiation

Gl.

Are items triggered
by stimuli in the
interface,
environment, or
task?

If not, goals (and the tasks that achieve them) ma
lost, forgotten, or not activated, resulting in
omission errors.

y Avee triggers clear and
meaningful? Does the
user need to remembe
all the goals?

G2.

Does the user
interface “evoke”
“suggest” goals?

of

If not, goals may not be activated, resulting in
omission errors.

If the interface does “suggest” goals, they may ng
always be the right ones, resulting in theong
goal being addressed

E.g.: graphical display
of flight plan shows
ytpre-determined goals &
well as current

progress.

AS

Do goals come into
conflict?

If so additional cognitive work (and possibly error
may result from resolving the conflict. If the confli
is unresolvable, one or more goals may be lost,
abandoned, or only partially completed.

s)Can attempt to design

ctout conflicts or give
participants the
resources to resolve
them.

Can a goal be
achieved without all
its “sub-goals”
being correctly
achieved?

The sub-goals may be lost (resulting in
omissions.

E.g.: goal of
photocopying
achievable without
sub-goal of retrieving
card.

Plans

P1.

Are there well
practised and pre-
determined plans?

If a plan isn’t well known or practiced then it may k
prone to being forgotten or remembered incorrect
If plans aren’t pre-determined, and must be
constructed by the user, then their success depen
heavily on the user possessing enough knowledg
about their goals and the interface to construct a
plan.

If pre-determined plans to exist and are familiar, th
they might be followed inappropriately, not taking
account of the peculiarities of the current context.

ly.
ds

[¢)

en
)

Can actions be
selected in-situ, or
is pre-planning
required?

If the correct action can only be taken by planning in

advance, then the cognitive work may be harder.
However, when possible, planning ahead often le
to less error-prone behaviour and fewer blind alley

ads
S.

Are there plans or
actions that are
similar to one
another? Are some
used more often tha
others?

A more common but similar plan may be confused
the intended one, resulting in the substitution of 3
entire task or sub-task.

for
n

Performing actions

Al.

Is there physical or
mental difficulty in
executing the
actions?

Difficult, complex , or fiddly actions are prone to
being carried out incorrectly.

A2.

Are some actions
made unavailable at
certain times?

A3.

Is the correct action
dependent on the
current mode?

Creates a demand on the user to know what the cu
mode is, and how actions’ effects differ between
modes. Problems with this knowledge can manife
themselves as aubstitution of one logical action
for another.

rrent

st
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A4. Are additional The additional goals may be lost (resulting in
actions required to | omissiong and users will be unable to carry out the
make the right main goals. The overall effect may be to cause
controls and confusion and disorientation for the user.
information
available at the
right time?

Perception, Interpretation and evaluation

I11. Are changes If changes are not perceivable, the user must retain a

(resulting either mental model of the system state. Particularly

from user action or | problematic if changes happen autonomously.
autonomous systen
behaviour)
perceivable?

12. Are the effects of If there’s no feedback that an action has been taken,
actions perceivable| the user mayepeat actions.
immediately?

I3. Does the item The user’s attention can easily be diverted away from
involve monitoring tasks, meaning that changes that
monitoring, confirm goals achievement (leading tepetition
vigilance, or of actions or carrying out actiortso late) or that
continuous trigger new goals may be missed (resulting in
attention? omission of the associated actions).

14. Can the user If not, the user will have to remember the

determine relevant | information they require, thus making it prone to
information about | being lost or recalledncorrectly.
the state of the

system?

IS. Is the relation of If the relationship to plans isn't clear, then a source
information to the | of feedback about correct execution of the plan, and
plans and goals therefore a factor that mitigates against error, is
obvious? lost.

If the relationship to goals is unclear, then the user
may be unaware of when a goal is achieved, leading
to termination of a sub-tastoo early ortoo late.

16. Is complex If cognitive tasks are complex, they may be prone to
reasoning, being carried outncorrectly, to being the cause of
calculation or other tasks carried oubo late, or to being
decision making omitted altogether.
involved?

I7. Is the correct Creates a demand on the user to know what the current
interpretation mode is, and to how the appropriate interpretation of
dependent on the | information differs between modes. Problems with
current mode? this knowledge can manifest themselves as a

substitution of one logical information item for
another.

7.1.1 Determining Causal and Mitigating factors

The “Causal issuestolumn of the table (Figure 13) will befilled in a fairly unsystematiavay with
factors that are likely to influence a human agent’s predisposition to makeiargitiser a positive or
negative way. The questiofisrming the “checklist for cognitive analysis”will be usedas a guideto
the kind of things that it will be useful to write down. Some remarks are madeeatdhboutthe list
of questions and some additions that could be made to it.

Within the context of the causalanalysisdescribedabove particular error forms describedby the

behaviouralerror keywords (Figure 11) may be considered.The purposeof the keywordsis not

particularly to define what the error is, but is to act as a trifggethe analystto think of the waysin

which a task canfail (cf. HAZOPS — see(Kletz 1992)). A few things areworth noting. Not every
keywordwill makesensen the contextof everyscenario(for example,becausephysical constraints
make it impossible, or because its hardnbagine either how sucha deviationcould occuror what it

would mean. E.g. repetition error of an aircraft's take-off sequence).
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For a particular task, a guide word may have a numbdiffefent interpretationsin particular,it may
refer to deviations on tHenction targetor dataof the task. For examplepnsidera task like entering
the altitude value intohe altitude alert window. For sucha task, three possibleinterpretationf the
substitute keyword are possible:

* Doing something other than entering the data (such as comparingwith what’s already
displayed there);

* Targeting the task at another object (entering the data into a different device);

¢ Substituting another piece of data (entering the distance value instead of the altitude).
Generally,the commission-typeerrors (substitute, incorrect andinsert) are fairly problematic
because thegren't very constrainingas guides.In otherwords, thereare generallya large numberof
substitutions, insertions etc. that could possibly take place, arey@rd methodleavesthe analyst
without many clues.Maybeit's in the areaof commissionerrorswherethe more cognitive analysis
could be more helpful.

The “Consequences” column serves a number of purposes for the analyst: specificallyeiuseato
record the consequences that the identified causal issue mighbn the performanceof the work and
the successful outcome of the scenario, on the worldbalde participantsin the scenario,andon the
state of the systems involved and the hazardous conditions that might result.

Finally, the “Design issues” column provides the analyst with a space for documenting ideas about how
the design could be changed to avoid some of the problems that have been identified.

8. An analysis example

An illustration of how the analysis may be conducted is shown in Figure 14. Only two of the questions
from the list above are shown (G1, about thechanismghat trigger or activategoals, and G3 about

the potential for conflicting goals). Asking questiGi aboutScenario2 yields a numberof possible
answers,since different collections of goals have different triggering properties. Some are fairly
innocuous and do natuggestpotential problems(e.g., “Shut down engine”is triggeredquite directly

by the warning) whereas others are less directly triggered and may be mortopeingg omittede.g.,
“Engine 3 cleanup”).

A more complete version of the analysis is included in the Appendix, Section 11.

Question Causal issues Consequences Design
issues
Gl Many goals triggered fairly directly (e.g., “ShutMain behavioural consequence
down engine 3"). is that triggers for cleanup
Timing of lower level goals arises as a actions exist in the display, bu
combination of triggering and group decision are removed when other tasks
making (e.g., Engine 3 shutdown). intervene (switching to “Engine

; : 11k 4 shutdown” removes
m Is rely on general airmanship skills " 2 ™" -
Some goals rely on general airmanship s indications for “Engine 3

for their activation (e.g., power, drag). N e h

. ; . cleanup”). It's possible that
Some goals poorly triggered, especially if the“%ngine 4 shutdown” or “Engine
are several goals with only a single trigger on v o :
the display (e.g., “Engine 4 shutdown” or 3 cleanup” might be omitted or

122

“Engine 3 cleanup”). delayed.
G3 Goals to Increase power and Engine 3 shutdowResolving the conflict
are in conflict (though this is inevitable). satisfactorily requires

negotiation between PF and
PNF. The time required for this
negotiation may lead to a non-
optimal (too late) decision.

Figure 14: Example application of error questionnaire to Scenario 2
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Part IV. Appendix

10. Detailed scenario descriptions

10.1 Scenario 1

The first example scenario highlights some of the tasks carried out by the creerofreercialairliner

in making a change to the aircraft’s flight path in oriecomply with an air traffic control clearance.
The scenario is adapted from a description by (Palmer, Hutchins et al. 1993). The focudomkiig
at how successfully the flight management system plays its role in the scenario.

10.1.1 Agents

The proposed design will be flown layflight deckcrew of two andalso involves humanagentswho
are doing the tasks associated with air traffic control. The prifjoargf thesetwo pilots is to fly the
aircraft safelyto their destinationand sincewe are concernedvith the role of the flight management
system.

10.1.2 Rationale

This scenariohighlights an instanceof a problem documentecelsewhere Casesof aircraft making
“altitude deviations” by failing to respondin the expectedway to ATC clearancesconstitute a
substantial number of the cases reported under anonymous incident reporting systems such as ASRS.

10.1.3 Situation and Environment

The example is based on the problem of making a change to a vertical flight plan in an aircraft equipped
with a modern flight management system (FMS). A typical sequence of events debgrihedetasks
is as follows.

¢ Either the pilot requests an altitude change (for example, to avoid turbulente controller
decides that an altitude restriction is necessary.

* The controller passeghe clearanceon to the aircraft in the form of a crossingrestriction
specified byan altitude andan offset from (either beforeor after) a way point on the current
flight plan

e If it is possibleto comply with the restriction, the pilot confirms this, and makesthe
necessary changes to the FMS.
Air traffic congestionaround terminal arrival areasfrequently prompt late or suddenchangesto
previously planned flight paths. In this instance, the chamgtiated by Air Traffic Control (ATC),
who request aircraft to descend to a particular altitude at a particular point on the flight path. The aircraft
is instructed to descend so as to reach an altitude of f26@@t a point 20 nauticalmiles beforethe
next waypoint in the previously planned flight path.

waypoint

\ 11000 feet
L Aircraft

Figure 15: Navigation scenario
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10.1.4 Task context

In the execution of this scenario, th#ots will needto draw on substantialtask knowledgethat they
possess as the result of experience and traiilingtasksthat the pilots arerequiredto carry out, and
the order in which they should occur at@wnin Figure 16. We areless concernedvith the tasksof
ATC becauseheseactivities do not directly involve the technologythat is being analysedusing the
technique For certaintasks, particularly those carried out in responseto emergencyconditions (see
Scenario 2 below for an example) some of the task knowledge n@apheedin a more durableform
by written procedures in a Quick Reference Handbook or on an ECAM-type display.

Agent Tasks
1. Pilot Not Flying Informed of clearance by ATC
2. Pilot Not Flying Confirm receipt of clearance with Pilot Flying
3. Pilot Flying Dial in new altitude
4, Pilot Flying Set in new flight path
5. Pilots Flying/Not Flying Monitor execution of altitude/flight path change

Figure 16: Tasks carried out in Scenario 1

10.1.5 The System Context
The two pilots are supported in their work by modern electronic information displays.

10.1.6 Scenario Actions

This section describes a concrete sequence of eventotiidiplausibly unfold given what hasalready
been described. The description of the sequeh@ventsrecordsfour primary aspectsof the unfolding
action: the system status, the actions of the pilot flying and pdbflying, andthe systemresponse.
The system status includes information, such as wargingstherindications,that will be of useto
the pilots. The pilot actions are overt, physical gotsstly inputs or communicationsyarriedout by
one or other pilot. The system response is a recotldecéffect of the pilot’s actionsor the behaviour
of some automated component of the system.

In additionto this information, the tabulationof the actionin this scenarioalso recordssomeof the
explicit conditional and time dependent parts ofdlson (thoughthereareonly a few instances)and
resources that are available used to guide the action (princatanshipskills or written procedures
and checklists). This description of the flight deck presumes a two crew configuration.

System Pilot flying Pilot not Informatio System response
status flying n sources
ATC request| Fly the aircraft Receive Automation,
to change clearance Training
altitude
Acknowledge
clearance

Pull altitude select button
on MCP

Enter 11,000 in altitude
alert window on MCP

Line select VOR in FCU Create new waypoint
Add characters “/-20”
Line select to 1 left

Enter “/110” in scratchpad
Line select to 1 right

Press CDU EXEC Monitor Flight path changed
execution of
changes
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10.1.7 Exceptional circumstances

An alternativecourseof actionoccursif the pilots decidethat they are unableto comply with the
instruction from ATC.

10.2 Scenario 2

Whereas the previous scenario described a situation using an already extant design andisivogli,of
this scenario concentrates on one snapshot of an emerging design, and hypothebsesvabautl be
used.It is thereforeimpossibleto rely directly on historical records of system operationand the
problems that might arise (though these will provide udadickgroundmaterial).Instead the scenario
was usedas a way of eliciting from experts(operatorsof a previous, similar flight deck as well as
designers) how they think the scenario might unfold, and where they think the problembenighée
important difference betwedhe new andold flight decksis that the size of the crewis reducedrom
three memberso two: in future, therewill be no flight engineerandin orderto compensatdor the
loss, the remaining two pilots will be assisted by more computerised technology.

This scenariotherefore,involves a situation wherethe activities of the flight engineemwould, in the
old flight deck, be particularly significant, since such a situation representghe greatestunknown
quantity in terms of the combined performance of the system of pilots and new technology.

The scenario, described below, concerns emergency conditions rather than normal operation, involving a
number of tasks that in themselves are fairly simple amibtloequirea greatdeal of decisionmaking

on the part of the crew. In order to achieve more coverage in our analysig\itdableto look also at
scenarios which involve more knowledge intensive activities such as fault diagnosis.

10.2.1 Rationale

This scenario is important as it involves activities in which, in the old system, the flight engaseer
heavily involved. This will be a good test of whether the new technology can be an effective
replacement for the knowledge and skills of the FE and the “sparétive capacity” availableon a 3-
person flight deck.

10.2.2 Situation and Environment

The proposed design will be flown by two flight deck crew (in contrast to the three cupsrggnton
the flight deck). The primary job of these two pilots is to fly the aircraft safely to their destirBten.
two pilots are supported itneir work by modernelectronicinformation displays,similar to thoseon
civil airliners such as the Airbus series. These show status information, system pages, warning
information and procedures to barriedout in responsdo the warnings(the detailsof someof these
will be discussed later).

The operational requirements for this aircraftywever,meanthat taskscarriedout by the aircraft, and
thereforethe work of the crew, differ markedly from those on an airliner. One exampleis that the
mission may require the aircraft to fly at low altitude over thefgeaignificanttime periods.Another
example is the requirement temainon task for long periods,resultingin fuel savingstrategiedike
operating on only three engines, and continwiiily a mission evenif the aircraft has sufferedminor
failures.

The startingsituationfor this scenariois the aircraftat low level (200 feet, during the daytime)over
water, photographinga fishing vessel.In orderto conservefuel, the aircraft is flying on only three
engines:numbers2, 3 and 4® . The aircraft suffers a massivebird strike on the side with two
operationalengines(it is common practice, under certain conditions, when making a pass to
photograph a boatp presentthe side with two running enginesto the boat). As a result of the bird
ingestion in engines 3 and 4, both these engines fail, producing engine failure and engiamfirgs.
The engine problems will cause the failure of gemeratorsn theseengines,which will, in turn lead
to the remaining generatorsbeing overloadedresulting in a seriesof warnings or cautions being
signalled after a short delay.

The primary problems(the enginefailures) havea numberof knock-on effects, leadingto secondary
warnings, and in order to get the complete picture, thasst be consideredoo. One suchexampleis
the failure of generators connected to the failed engines, and the subsequent partial loss of power.

3 Engines are numbered left to right 1-2-3-4.
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Loss of generator Theloss of the generatorsaissociatedvith failed engineswill almost certainly
resultin generatorfailure warnings and generatoroverloadwarnings for the remaining generators,
creating the need for electrical load to be shed. The automation will attempt to do this by shutting down
non-essential equipment (e.g., in the mission systems area). However, the crew maysklgddan

certain equipment that is known to be unnecessary from the point of viewrofgki®n at hand(such

as the acousticsconsoles)while leaving intact the power supply to systemsthat are judged more
important (the radar console, say).

10.2.3 Task Context

In a situationsuchasthis, the crewwill tendto take someimmediateactionsin orderto keepthe
aircraft flying, andwill thencommencehe drills in responsdo the enginefire/failure andany other
secondarywarningsthat might occur. The immediateresponsen orderto keepthe aircraftin the air
will follow the following prioritisation: power; drag; trim; engine restart.

Power Maximum throttle on the remaining engine (2).
Drag Close external doors etc.
Trim From one side to the other.

Engine Restart No. 1 throttle forward past the trigger point — Autothrottle / FADEC
starts the engine.

While this is going on, the pilot flying will attempd gain altitude, though a single enginemay not
be sufficient to climb or maintain the current altitude; hencéntportanceof restartingthe numberl
engine. After these actions have been carried out, the crew begins to carry out the erayidddiitee
drills. Both consistof a combinationof immediateactionsand subsequentctions; typically, the
immediateactionsfor all the currentwarningswill be carried out before proceedingto any of the
subsequent actions. As arample,the enginefire drill, in roughly the form it appearsn the Flight
Reference Cards, is shown in Figure 17.

ENGINE FIRE PROCEDURE

Immediate Actions
1. Crew Warned
2. Throttle No Close past trigger point
3. LP cock No ... SHUT
4, Fire extinguisher Lift guard, fire 1st shot

Subsequent actions
1. Lookouts Manned and report
2. Check systems page
3. Generator No... OFF Busbars reconfigured
4. Hydraulic map No ... OFF
5. ECS No ... Engine bleed OFF. ECS reconfigured
6. If after 30 sec warning persists Fire 2nd shot

When warning ceases

Check generator loading, load shed if necessary
Check ECS operating from unaffected side.

Figure 17: Engine fire drill, as in the Flight Reference Cards or QRH

10.2.4 System Context

The procedures above will be available on the electronic proceftunest of the lower ECAM screen,
as well as being written down in the flight referewaeds(and, presumablyin the pilots’ memory).A
number of differences exisietweenthe computerisedand paperversionsandthis forms one aspectof
the redesign:

* Sincethe warningssystemmakesno attemptto monitor the pilots’ actions, a facility is
provided for “checking off’actionsasthey are carriedout (the pilot usesa switch locatedon
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the side consoleto indicatethat an item has beencarried out). Items may be skipped over
without being checked, and it is possible to return and check them later.

* Although severalproceduresvill be active (i.e., will correspondto a currentwarning, and
having uncompleted actiong)nly one canbe displayedat once.The pilot canselectfrom a
list, (alsoon the proceduresformat) which of the several available proceduresis to be
displayed.

* The old design provides flight referencards. Thesemay possibly be carriedover to the new
designandthe crewwill usesome mechanismfor distinguishingbetween“immediate” and
“subsequent’actions.Howeverit is also possiblethat this information be recordedin the
electronic checkilists.

Certain other informatiothat is presentin the referencecardsmay not be replicatedin the electronic
display (e.g., that the second fire extinguisher should be operated 30 seconds after the first).

10.2.5 The Scenario Actions

The preceding subsections have described suntige situationin which a crew may find themselves,
andsomeof the task knowledgewhich is presumedn the contextof the flight deck. This section
describes a concrete sequence of evilmatiscould plausibly unfold given the contextualfactorsalready
described.

The description of the sequence of events recordgidmmary aspectsof the activity asit unfolds:the

system status, the actions of the pilot flying and pilot not flying, and the system respoasgstem

status includes informatioisuchas warningsand otherindications,that will be of useto the pilots.

The pilot actions are overt, physical acts (mostly inputs or communications) carried out by one or other
pilot. The systemresponsas a recordof the effect of the pilot's actionsor the behaviourof some
automated component of the system.

In additionto this information, the tabulationof the actionin this scenarioalso recordssomeof the
explicit conditional and time dependent parts ofdlson (thoughthereareonly a few instances)and
resources that are available used to guide the action (princatanshipskills or written procedures
and checklists). This description of the flight deck presumes a two crew configuration.

System Pilot flying Pilot not flying Info. System
status sources response
Engine 3 Fly the aircraft Airman-ship| Select ENG
fire / Engine| Throttle 2 max. Airman-ship| ECAM page
4 fail Press master Close bomb bay doors
warning Flap 0
Throttle 1 idle Rudder trim Start engine
Throttle 1 max. Warn crew
Navigate safe exit Throttle 3 Close past trigger | Eng fire 3
route position drill
LP cock 3 shut
Fire ext 3; shot 1
Throttle 4 Close past trigger | Eng fire 4
position drill

LP cock 4 shut

Lookouts manned and report
Check systems page
Lookouts manned and report

Gen 3 OFF Busbars
reconfigured

Hydraulic pump 3 OFF
ECS 3 Eng bleed OFF
ECS reconf
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Fire ext 3: fire 2nd shot Warning
Gen 4 OFF Busbars ceases
reconfigured

Hydraulic pump 4 OFF
ECS 4 Eng. Bleed OFF ECS

reconf
Gen 3,4 Shed load Select ELEC
failure Warn crew Double gen | ECAM page
Gen 2 Monitor voltages and fail drill
overload frequencies

115 v transformer (right)

COUPLE

Yaw damper on

Check CPU fault lights
Check services lost
**Busbars couple Gen
Generator 2 Check kW/kVAR | overload
Determine faulty generator il

This presentatiorof the scenarioactionsdoesnot, of course,makea connectionbetweenthe actions
that are carriedout andthe goalsthat they are intendedto achieve.However, this connectioncan be
madeand documentedn diagramof the kind shownin Figure 8 (which coversonly a part of this
scenario, but is not completed here).

10.2.6 Exceptional circumstances

Therearea numberof possiblevariationson this scenarioandherewe list a few of them, without
going into the full details of the actions that occur.

Failure of Hydraulics Pumps

The scenariocan be made more complex (and more difficult for the crew membersinvolved) by
considering additional tasks arising from secondary fail(ires failuresthat are themselvesausedy
the primary problems of engine failure and fire). The generator-related tasks aisadgedomeinto
this category,andanotherexampleis the failure of the pumps, driven by the failed engines,which
pressurise the hydraulics systems.

Additional navigation tasks

The geographyof the areain which the incidentoccurscan makethis scenarioeven more hazardous
thanit alreadyis, and can burdenthe flight deck crew with even more tasks. For instance,if the

birdstrike occurs close to land, then the business of navigating safely away fraragisemaderather

more critical and complex.

Unsuccessful fire drill

The drills, even if carried out correctly, can fail to be effective in a numbeays. For example,it is
entirely possiblehat the fire extinguisherswill not be adequatdo put the fire out; the crew may be
unable to restart the number 1 engine; the aironaff be heavy,andthereforeunableto gain altitude.
All of these conditions will resulin the crew (or the captain)consideringwhetheror not to ditch the
aircraft, in which case a completely different set of tasks concerned with evacuation will be carried out.

11. Error analysis example

The table below shows the results obtained when the full set of error analysis questaskgedabout
Scenario 2. A number of thuestionsyield several‘causalissues”being raised.The consequencesf

these (on the work, the scenario, the usadthe stateof other systems)arethen documentedor the
problematiccasesin the “consequencestolumn. Entries for some questionshave beenleft blank,
indicating that the question didn’t appear to reveal any interesting insights. The “Design issues” column
has been intentionally left blank in the current example.
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Question Causal issues Consequences Design
issues
G1 1. Many goals triggered fairly directly (e.g., | Main behavioural consequence
“Shut down failed engines”). (4) is that triggers for cleanup
2. Timing of lower level goals arises as a actions exist in the display, bu
combination of triggering and group decision are removed when other tasks
making (e.g., Engine 3 shutdown). intervene (switching to “Engine
3. Some goals rely on general airmanship 4 s_hut(_jown re‘r‘novgs
; : S indications for “Engine 3
skills for their activation (e.g., power, drag). N e h
4s | v tri d ally i cleanup”). It's possible that
A ome goals ploor yI trlg_grtlere : esp(_au? Y i “Engine 4 shutdown” or
there are several goals wit only a single “Engine 3 cleanup’ might be
trigger on the display (e.g., “Engine 4 :
. it 4 omitted or delayed.
shutdown” or “Engine 3 cleanup”).
G2
G3 Goals to Increase power and Engine 3 shutdowResolving the conflict
are in conflict (though this is inevitable). satisfactorily requires
negotiation between PF and
PNF. The time required for this
negotiation may lead to a non-
optimal (too late) decision.
G4
P1 Most functional aspects of the tasks will be | 1. At the level of actions, plan
well practiced and planned in advance. Less wédillowing is well supported, but
planned are interactions with the technology at the level of goals (e.g. Eng 4
and management of the various goals. E.g. | shutdown) prioritisation and
Breaking off from Engine 3 tasks to do engineinterleaving is not well
4 ones, and resuming the engine 3 tasks laterpracticed.
2. The fact that actions are wel
planned may make prioritisation
more error prone.
P2 Interaction will tend to be a mixture of pre- See P1.
planned procedure following (how to shut dowrBecause the time of shutdown
an engine) and on the fly decision making | can't be planned in advance, itfis
(when to shut the engine down). prone to errors in on-the-fly
decision making.
P3 Engine 3 fire & engine 4 failure similar and Actions from engine fire
engine fire procedure more well practiced. procedure may be done on
engine 4. But this is a superset
of engine failure actions.
Al Work tasks not problematic, but interface taskiglay omit, or repeat.
(e.g. checking off actions) are awkwardly
located.
A2 Once a fire extinguisher shot has been used, iPossible confusion and
is no longer available. substitution of shot 1 and shot |2
buttons may be significant.
A3 Retracting flaps below MinMan speed may stalbecision about when to retract
aircraft. flaps is both necessary and
critical.
A4 Additional task required to switch between
different warnings and check off actions
reducing time available.
11 1. Work tasks provide good feedback (tactile,
auditory, visual).
2. Interaction tasks provide less direct feedback
(e.g. When a plan has been completed).
12
13 In general no, but there are some requirements
to monitor intervals of time between actions
(second shot 30 seconds after the first one).
14 Information relevant to the interaction tasks

(as opposed to work tasks) can only be
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determined if user has checked off items etc.




